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Core-hole effect in the one-particle approximation revisited from density functional theory
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The strength of the core-hole effect in simulations of electron energy-loss near edge structures or x-ray
absorption near edge structures is investigated using ab initio calculations based on the density functional
theory. Calculations were performed using the WIEN2K and FEFF codes at different edges for the following
model compounds: rutile TiO,, MgO, and for some transition metals (Ti, Fe, Co, Cu, and Zn). We demonstrate
that although a core hole is always present in any core-level spectroscopy experiment, its effect is not always
observable. To observe or not a core-hole effect in any experimental situation can, however, be predicted from
the examination of the material’s ground-state electronic structure, especially of the states just above the Fermi
level. Indeed, it is shown that the two important criteria governing the core-hole strength at a given edge
depend first on the localization and on the character of the first empty states of the material under investigation,
and second on the nature of the compensating charge necessary to maintain the crystal neutrality. These criteria
are expected to give a good description of the core-hole effect in the one-particle approximation. However,
nothing can be inferred as for the good/bad agreement between calculations and experiments for more complex

cases such as excitations of delocalized semicore states or of atomiclike multiplet structures.
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I. INTRODUCTION

Fine structures observed on spectra obtained from elec-
tron energy-loss spectroscopy (EELS) (Ref. 1) or x-ray ab-
sorption spectroscopy (XAS) (Ref. 2) experiments can often
be interpreted successfully thanks to well established theo-
retical methods.>* For instance, first-principles calculations
have been used for chemical bonding analysis,>® for study-
ing electronic structure anisotropy,”? alloying effects,” or lo-
cal distortions at interfaces.'® In condensed-matter physics,
such simulations are often performed by using electronic
structure calculations based on the density functional theory
(DFT).!"! Within this framework, the fundamental quantity,
the charge density, is calculated from one-particle wave func-
tions [the Kohn-Sham (KS) orbitals] obtained self-
consistently through the calculation of a potential that in-
cludes all correlation effects occurring inside the solid.
However, the DFT being a ground-state theory, one is always
facing the problem of the impact of the core hole created
during the excitation process on the electronic structure and
thus on the so predicted fine structures.

In the nonrelativistic first Born approximation, and ignor-
ing dynamical diffraction effects,'? the inelastic-scattering
EELS cross section is given by'3

o(®)gpLs = URuJ S(q,w)dq, (1)

where the index Ru refers to the electron-electron Rutherford
scattering cross section. Despite being out of the scope of the
present paper, note that Eq. (1) also describes nonresonant
inelastic x-ray scattering (NRIXS) (Ref. 14) if we replace
ogry by the Thomson scattering cross section opy,. Therefore,
EELS and NRIXS only differ by the coupling of the probe
(EELS: electrons, NRIXS: photons) interacting with the sys-
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tem, but both carry the same information (see Ref. 15 and
references therein).

The dynamical form (or structure) factor (DFF) S(q, )
describes the excitation of the system from its initial state
|¥,) to the final states [W ). It is a function of the momentum
transfer q and of the energy  involved in the transition. If
|¥,) and |\Iff> are approximated to one-particle states, the
DFF can be expressed in terms of the Fermi golden rule, e.g.,

a matrix element of a transition operator A between these

two states. When considering a small momentum transfer, A
can be expressed in terms of a dipole operator.>!® Using
atomic units (a.u.), it is then given by

S(q,0) = 2 (Wilq - r[¥)S(w-E +E). )
f

Concerning XAS, using the above mentioned approxima-
tions, the absorption cross section can also be expressed in
terms of the Fermi golden rule,!?

o(w)xas =470, (Ve -t PPl w-E+E), (3)
f

where € is the electric field polarization vector and « the
fine-structure constant. The momentum q in an EELS experi-
ment playing the same role as the polarization vector € in
XAS, both spectroscopies can be interpreted using similar
theories and give comparable results.'®!® Within the previ-
ously mentioned approximations, electron energy-loss near
edge structures (ELNES) or x-ray absorption near edge struc-
tures (XANES) spectra can be, to first order, correlated with
the unoccupied density of states of the excited atom pro-
jected on the proper symmetries allowed by the dipole selec-
tion rules.?” It is worth mentioning that this formalism is no
longer valid when many-body effects (core hole photoelec-
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tron interaction, local-field effects due to the screening of the
incoming field) require to go beyond the one-particle ap-
proximation, i.e., when [¥;) and |¥;) are not one-particle
states. These two-particle interactions need to be treated us-
ing other theoretical schemes such as the Bethe-Salpeter
equation (BSE),?! or a combined BSE-TDDFT (time-
dependent DFT) approach.??

It follows from Egs. (2) and (3) that the main task when
modeling an experimental spectrum is the proper calculation
of the KS orbitals [¥;) and |¥); the important question is to
know if one has to consider or not the contribution of the
positive charge induced by the hole. Indeed, this perturbation
can strongly modify the potential of the excited atom: the
valence/conduction states can then be contracted and shifted
in energy.?® The projected density of states can thus change
and the overall shape of the spectrum be strongly modified
even leading to excitonic peaks in the ELNES or XANES.
Such modifications are generally well reproduced by DFT
calculations that explicitly include the core hole. This is il-
lustrated by Moreau et al. in the case of the carbon K edge in
lamellar C;N, compounds,?* Jaouen et al. for the simulation
of the boron K edge in hexagonal boron nitride? or Jiang et
al. when calculating the lithium and oxygen K edges in
Li,0.%

It is often believed that in insulators and semiconductors,
the core hole should be systematically included into the cal-
culation since the valence electrons do not have the freedom
to screen it.* This is confirmed by studies of Li,0, Si, MgO,
or SiO, where the systematic inclusion of the core-hole ef-
fect is necessary to reach satisfactory agreement with the
experimental spectra.?®?” Counterexamples can however be
found in the literature: no core-hole effect is observed at the
titanium or oxygen K edges in rutile TiO,,”?® or at the oxy-
gen K edge in NiO which are both semiconductors or
insulators.?’ As a corollary of this assumption, it is widely
believed that no core hole is needed to describe XANES or
ELNES spectra related to pure metals because its screening
by the valence electrons is efficient enough. Such an assump-
tion is confirmed by studies of the lithium K edge in metallic
systems such as pure lithium or LiMn,0,.’* However, this
argument does not hold from a fundamental point of view
when considering self-consistent field (SCF) approaches
since the screening cloud should, by definition of SCF, come
out naturally. This paradox is illustrated by the fact that the
core-hole effect was found to be important at the platinum
metal L, ; and aluminum metal K edges.’! A partial core hole
was also needed to properly simulate the copper L, 3 edges,*?
but the physics underlying such an ad hoc treatment remains
unclear.

Another argument that can be found in the literature is
that the core hole is better screened when the density of
valence states is highly localized on the excited atom.3? This
argument was addressed to explain the weakness of the core-
hole effect at the carbon K edge in transition-metal
carbides.’* However, several studies report that the core-hole
effect is very strong at the oxygen K edge in MgO or Li,O
whereas the valence bands in these compounds mainly have
an oxygen p character, or at the silicon K edge in pure
silicon.?6-2735-37 A last argument is given by De Groot et al.
The absence of a core-hole effect at the oxygen K edge for
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transition-metal oxides is justified by the fact that the first
empty states being essentially localized on the transition-
metal site, they are weakly affected by the core hole on the
oxygen ls orbital.

To include or not the core-hole effect into the calculation
of ELNES or XANES spectra is thus a recurrent question for
two reasons: the interpretations of experimental spectra can
be severely impaired if this effect is not properly taken into
account and its incorporation is not always an easy task to
handle. In fact, for electronic structure codes based on the
Bloch waves formalism, to include a core hole requires to
build a supercell which drastically increases the number of
atoms and thus the computation resources needed for the
calculation.3%40

In short, no general rule can be deduced from all above
cited examples, and the justifications for the core-hole
strength at a given edge seem to vary from one system to
another. The primary aim of this paper is to give a clear
interpretation of the core-hole effect using DFT calculations
and a general understanding of the underlying mechanisms
governing its strength at a given edge. Let us emphasize that
the present study is realized assuming the final-state rule, any
discussion of the validity of which is beyond the scope of
this paper. To do so, the WIEN2K (and its TELNES2
extension)*' and FEFF (Ref. 17) codes were used to compute
the ELNES (or XANES) spectra for various systems. Three
model systems were studied: rutile TiO, (r-TiO,), MgO, and
pure 3d transition metals. The first two ones were selected
since they were widely studied in the literature and, although
being both oxides, they exhibit very different behavior with
respect to the core-hole effect. We expect these two systems
to be representative of the two extreme cases that can be
encountered in such compounds. Concerning transition met-
als, they also exhibit a wide range of behavior allowing for a
better understanding of the core-hole effect in metals. The
response of the electronic structure to the creation of the core
hole has been investigated under three aspects: the compen-
sation charge mechanism occurring inside the solid due to
the creation of the core hole, its impact on the excited atom
projected local density of states (LDOS), and the influence of
the core-hole depth on these modifications.

The paper is organized as follows. The first part deals
with the computational methods. After that, results concern-
ing the electronic structure modifications induced by the core
hole are given. In the last part, the results are discussed: two
rules are obtained concerning the localization and the sym-
metry of the levels perturbed by the core hole. These rules
are illustrated by simulations related to the three above men-
tioned model systems.

II. COMPUTATIONAL METHODS
A. WIEN2K

WIEN2K calculations are based on a full-potential band-
structure approach: valence or conduction KS wave func-
tions are described as Bloch states. Wave functions (as well
as potentials) are described in the whole space using a
muffin-tin (MT) approach consisting of nonoverlapping
spheres centered at each atomic site. No assumption is made
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in the interstitial region about the shape of the potentials:
WIEN2K is thus a full-potential code. Inside MT spheres, the
KS wave functions are developed on a linearized augmented
plane wave (LAPW) (Ref. 42) basis set or an augmented
plane-wave (APW) basis set combined with local orbitals
(APW+10).** This second approach was used in the present
paper. Plane waves are used in the interstitial space. The core
states, needed for the calculation of the matrix elements of
Egs. (2) and (3), are calculated with a relativistic atomic
code.*** Calculations were performed within the general-
ized gradient approximation using the Perdew-Burke-
Ernzerhof’s potential for exchange and correlation.*® ELNES
and XANES calculations were performed using the TEL-
NES2 extension of WIEN2K. All the parameters used for the
calculations are given in Table VI (Appendix).

Two different approaches can be used to take the core
hole into account in the SCF calculation: removing a given
core electron of the excited atom or replacing the excited
atom by its right neighbor in the periodic table (the so-called
Z+1 approximation). In the present paper, the first approach
was systematically used excepted for Zn where the Z+1 ap-
proximation has been considered. Due to periodic boundary
conditions, 2*2*2 supercells were considered systematically
in order to minimize mutual interactions between adjacent
holes.?® Although any residual interaction cannot be ex-
cluded, such a supercell size is typical of WIEN2K calcula-
tions including core holes: see Ref. 37 for MgO, Ref. 26 for
Li,O, and Refs. 34 and 54 concerning transition metals.
Moreover, given the good agreement between WIEN2K and
FEFF calculations, we are confident that adjacent holes inter-
actions are of minor importance with respect to the effects in
question.

B. FEFF

The FEFF code'” (version 8.4) can be described as a real-
space Korringa-Kohn-Rostoker*’#® (KKR) approach. Being
a Green’s function method, it does not need to calculate the
KS orbitals. Instead, FEFF uses as basis scattering states to
represent the Green’s function around each scattering center:
it is therefore a real-space full multiple-scattering (RSFMS)
method. One advantage of such a real-space approach is that
FEFF allows linking the fine structures observed in an experi-
mental spectrum to the geometry and to the chemical struc-
ture of the probed material which is not restricted to be pe-
riodic: nonperiodic systems can be studied alike. FEFF
approximates the total electronic potential for the initial and
final states with spherically averaged MT potentials centered
on each atom. In this approximation, the potential is constant
and flat in the interstitial region between the spheres: it is one
of the main differences with WIEN2K that includes nonspheri-
cal corrections as noted above. However, nonspherical cor-
rections to the potentials are roughly approximated by allow-
ing the MT spheres to overlap (we always use the default
value: overlap 15%). Furthermore, WIEN2K and FEFF differ in
the treatment of the excited final states. In the former, a fully
screened core hole and a GGA exchange-correlation poten-
tial are used, while in the later a central atom with a screened
core hole and a GW self-energy X(E) are considered. This
last is analogous to the exchange-correlation potential used

PHYSICAL REVIEW B 79, 235106 (2009)

for the ground-state potential calculation. Even if it has been
shown that it is possible to go beyond this approximation,*’
for all here presented results we have used the single
plasmon-pole model of Hedin and Lundquist®® implemented
in FEFF for calculating this self-energy. To estimate the
weight of the core-hole effect into calculated XANES or EL-
NES spectra, we have used the possibility offered by FEFF to
switch off the core hole (NOHOLE card, see FEFF
documentation).>! It also exists other many-body effects that
cause additional inelastic losses and affect the magnitude of
the fine structures close to an edge onset.>> They are traduced
through an overall many-body amplitude reduction factor
noted S% that depends weakly on the energy and that is gen-
erally kept constant.” We have use S%=0.9, a value usually
close to those accepted for pure metals. Being a cluster based
method, FEFF needs to define the cluster size to be used to
match the experimental data. The optimum parameters we
have obtained using an s p d basis set are gathered in Table
VII (Appendix). Furthermore, to compare with experimental
spectra, all XANES spectra of pure metals have been con-
volved with a Gaussian [full width at half maximum
(FWHM): 1 eV].

III. RESULTS
A. Charge compensation in the crystal

It is well documented that the Z+ 1 approximation and the
explicit account of a core hole give rather similar results.”’
However, concerning the second method, one has to think
about conserving the neutrality of the crystal (it is not ion-
ized during a EELS or XAS experiment). In WIEN2K, the
generally used approach is to introduce a background nega-
tive charge spread over the unit cell at the beginning of the
calculation. It is then interesting to see how the overall
charge density is reorganized due to the presence of the hole
and of this background charge. We have thus investigated
this reorganization for a core hole put either on an oxygen ls
or on a titanium 2ps), state in r-TiO, and for a 1s core hole
created either on an oxygen or on a magnesium atom in
MgO. Results obtained with WIEN2K are given in Table I for
r-TiO, and MgO. In this table, the total and valence charges
on the excited atom (labeled with a star) are compared to
those calculated for the same atom in the ground-state (GS)
configuration. The decomposition of the valence charge on
the different angular quantum numbers is also given.

Focusing on the first two columns of Table I, one can see
that either for the excited oxygen or the titanium one, the
positive charge induced on the atom by the core hole is to-
tally compensated at the end of the SCF loop. The back-
ground charge is entirely relocalized on the excited atom (see
second column of Table I: the valence charge is systemati-
cally increased by one unit with respect to the ground-state
configuration). Focusing on the decomposition of the valence
charge on the different orbital symmetries, one observes that
the extra charge is relocalized in a given atomic orbital of p
symmetry concerning the oxygen atom and d symmetry for
the titanium one. In short, in r-TiO, the charge compensation
is made in the first empty atomic levels of the excited atom.
From this point of view, the valence band of the excited atom
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TABLE 1. Projected total and valence charges inside the MTS obtained from WIEN2K for the oxygen or
titanium atoms in r-TiO, (four first lines), and oxygen and magnesium in MgO (four last lines). In both cases,
the excited (*) or ground-state ( gs) configurations are given for each atom. The decomposition of the
valence charge on the different angular quantum numbers is also given. In brackets: difference between the
excited and GS charges.

Total charge Valence charge =0 (s) =1 (p) =2 (d)
o 7.632 (+0.057) 6.632 (+1.057) 1.774 (+0.094) 4.832 (+0.96) 0.0181 (+0.0018)
Ogs 7.575 5.575 1.680 3.872 0.0163
Ti* 19.275 (+0.021) 10.275 (+1.021) 2.072 (+0.013) 5.972 (+0.062) 2.243 (+1.003)
Tigs 19.254 9.254 2.059 5.910 1.240
o* 8.115 (-0.148) 7.115 (+0.852) 1.880 (+0.086) 5.218 (+0.763) 0.0144 (+0.036)
Ogs 8.263 6.263 1.794 4.455 0.0108
Mg* 9.719 (-0.653) 8.720 (+0.348) 2.269 (+0.135) 6.307 (+0.175) 0.122 (+0.035)
Mggs 10.372 8.372 2.134 6.132 0.087

is comparable to that of its next neighbor on the periodic
table, a fact that justifies the equivalence with the Z+1 ap-
proximation. It should be mentioned that the valence charge
of the first neighbor of the excited atom (not shown in Table
I) is not modified by the presence of the core hole.

This compensating charge mechanism is very close to the
one used in the FEFF code. In this approach, the extra charge
is relocalized in the muffin-tin sphere (MTS) of the excited
atom at the beginning of the calculation so that the electronic
configuration obtained at the end of the SCF loop is very
close to that found with WIEN2K. This can be seen in Table II
where the results obtained with FEFF are collected: the extra
charge is also mainly localized in the oxygen p LDOS for an
oxygen ls core hole and in the titanium d bands when con-
sidering a titanium 2 ps3,, core hole. It should however be
noticed that charge values can differ from one code to the
other, especially for the titanium and magnesium atoms or
the transition metals (see Tables III and IV). One can find
two reasons for such discrepancies. First of all, the separa-
tions between valence and core states are hold differently in
these two codes which explains that the charge values per
orbital quantum number can differ significantly. For instance,
the magnesium 3s and 3p states are treated as valence states
in WIEN2K and as core states in FEFF so that 6.307 p states are
found for the magnesium GS configuration in Table I and

TABLE II. Decomposition of the valence charge in r-TiO, and
MgO as in Table I obtained from FEFF. In brackets: difference be-
tween the excited and GS charges.

0.709 in Table II. Differences can also be observed when
comparing the calculated valence charge differences between
the GS and the excited configurations obtained with WIEN2K
or FEFF. For instance, the difference is larger for the magne-
sium p states in FEFF (+0.438) than in WIEN2K (+0.175).
Similar discrepancies are observed when focusing on the p
states of the end members of the transition-metal series (see
copper and zinc in Tables III and IV). Such differences can
be attributed to the different descriptions of the potentials.
WIEN2K is based on a full-potential approach whereas FEFF
use overlapped (15%) muffin-tin potentials. For delocalized
states such as the magnesium or the transition metals p
states, this can lead to significant differences since a non-
negligible part of the charge density is delocalized in the
interstitial region. However, when considering localized
states such as transition metals d states, the muffin-tin ap-
proximation comes to be a good approximation so that
WIEN2K and FEFF results are in much better agreement (com-
pare the last columns of Tables III and IV).

To conclude this discussion, it is worth mentioning that
the overlap of the muffin-tin spheres makes that FEFF double
counts charge in the region where two MTS overlap and does
not count charge at all in the region not covered by any
sphere.!” We have not tested how this overlap influences the
charge distributions reported in Tables II and IV. It should be
added that Rgcp (see Table VII) also impacts the results due
to surface states of the cluster: in fact we have verified that to
increase Rgcp beyond the values quoted in Table VII only
affects the FEFF charge distributions marginally.

Coming back to the charge compensation mechanism, it
can be seen that the situation in MgO is rather different from

1=0 (s) =1 (p) 1=2 (d) that in r-TiO,. Focusing first on WIEN2K calculations (Table

o* 1.876 (+0.036) 5.09 (+0.692) 0.054 (=0.012) D), one can see that Fhe background charge is not totally
o 184 4308 0.066 relocalized on the excited atom at the end of the SCF loop.
f;’s The charge compensation is higher on the oxygen atom than
Ti 0.404 (+0.007) 6.702 (+0.035) 3.490 (+1.154) on the magnesium one, but there is still a lack of 0.148
Tigs 0.397 6.667 2336 electron on O*. The remaining charge is not delocalized on
0" 1.87 (+0.049)  5.108 (+0.569)  0.013 (-0.002) the neighboring atoms: it is located into the interstitial re-
Ogs 1.821 4.539 0.015 gion. This delocalization goes with a repartition of the com-
Mg* 0.800 (+0.359) 1.147 (+0.438) 0.640 (+0.166) pensating charge on different atomic orbitals. This is particu-
Megs 0.441 0.709 0474 larly visible for the magnesium atom where the +0.348

electron is mainly shared between the s orbitals (0.135) and
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TABLE III. Projected total and valence charges inside the MTS related to the excited ( *) or ground state
( gs) configurations obtained from WIEN2K for some transition metals. For each atom, the decomposition of
the valence charge on the different angular quantum numbers is also given. In brackets: difference between

the excited and GS charges.

Total charge Valence charge =0 (s) =1 (p) =2 (d)
Ti* 20.668 (+0.112) 11.668 (+1.112) 2.344 (+0.022) 6.267 (+0.042) 3.044 (+1.05)
Tigs 20.556 10.556 2.322 6.225 1.994
Fe* 25.083 (+0.097)  14.084 (+1.096)  0.412 (+0.004)  6.411 (+0.006)  7.222 (+1.089)
Fegs 24.986 12.988 0.408 6.405 6.133
Co* 26.130 (-0.048) 15.235 (+1.055) 0.459 (+0.005) 6.466 (+0.011) 8.265 (+1.04)
Cogs 26.178 14.180 0.454 6.455 7.225
Cu* 28.085 (-0.235) 17.085 (+0.766) 0.637 (+0.114) 6.607 (+0.137) 9.802 (+0.512)
Cugs 28.32 16.319 0.523 6.470 9.290
Zn* 29.565 (+0.422) 11.566 (+0.422) 0.923 (+0.21) 0.692 (+0.099) 9.939 (+0.12)
Zngs 29.143 11.144 0.713 0.593 9.819

the p ones (+0.175). Such a difference for the charge com-
pensation between r-TiO, and MgO can be understood when
focusing on the projected DOS as well as on the localization
of the electronic densities around the Fermi level. The LDOS
for r-TiO, and MgO are plotted in Fig. 1, and two-
dimensional (2D) projections of the electronic densities in
the dense plane of both structures are presented in Fig. 2.
Results presented in these two figures were obtained with
WIEN2K.

Looking first at the valence bands, it can be observed that
they have mainly an O p character in both materials. The
charge densities corresponding to the last occupied levels
represent thus, to a good approximation, the O p states in
these two compounds. The main difference lies in the differ-
ence of spatial extension of these O p states: it is clear from
the plotted densities that the O p charge density is much
more contracted in r-TiO, than in MgO (see Fig. 2). This is
not a question of bond distance since the Ti-O bond is
smaller than the Mg-O one (1.946 and 2.108 A, respec-
tively). The extra charge relocalized in the O p band is thus
more localized on the oxygen atom in r-TiO, than in MgO.
Concerning the compensating charge on Mg or Ti, the dif-
ference is much more pronounced. Focusing on the conduc-

tion band in r-TiO,, one can see that it has mainly a titanium
d character (Fig. 1), the corresponding charge density being
strongly localized on the titanium atom [Fig. 2(a)]. The extra
charge relocalized in the d states of the excited titanium atom
is thus strongly localized on it. On the opposite, the first
states of the conduction band in MgO have oxygen and mag-
nesium s and p characters (Fig. 1). The compensating charge
on the excited Mg atom will thus be spread on the s and p
states and highly delocalized into the interstitial region. The
situation here observed is equivalent to the one reported in
the literature concerning the charge compensation in
transition-metal silicides.>?

The charge compensation mechanism we observe for
r-TiO, and MgO is very general and can be extended to other
materials. For example, Tables IIT (results from WIEN2K) and
IV (results from FEFF) show the charge compensation result-
ing from a 1s core hole for some transition metals when
going from titanium to zinc. Considering first the results ob-
tained with WIEN2K (Table III), one can see that the situation
is very similar from titanium to cobalt: the extra charge goes
into an empty d state. For copper and zinc, it is different
since the d band is nearly filled in the GS (9.290 and 9.819 d
electrons for copper and zinc, respectively). The extra charge

TABLE IV. Same quantities as in Table III obtained from FEFF.

Total charge Valence charge [=0 (s) =1 (p) 1=2 (d)
Ti* 22 11.18 (+1.18) 0.672 (+0.007) 6.856 (+0.0652) 3.652 (+1.111)
Tigs 2 10 0.665 6.794 2.541
Fe* 26 9.037 (+1.037) 0.617 (=0.0004) 0.770 (+0.006) 7.65 (+1.035)
Fegs 26 8 0.621 0.764 6.615
Co* 27 10 (+1.0) 0.623 (=0.002) 0.740 (+0.005) 8.638 (+0.998)
Cogs 27 9 0.625 0.735 7.64
Cu* 29 12.076 (+1.076) 0.911 (+0.218) 1.092 (+0.339) 10.073 (+0.519)
Cugsg 29 11 0.693 0.753 9.554
Zn* 30 13.164 (+1.164) 1.377 (+0.371) 1.544 (+0.58) 10.243 (+0.207)
Zngg 30 12 1.006 0.958 10.036
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TABLE V. WIEN2K projected total and valence charges inside the MTS of the titanium atom in r-TiO,
considering either a 1s, 2s, or 2p3,, core hole and the GS configuration.

Total charge

Valence charge

=0 (s)

I=1 (p)

1=2 (d)

Tit, 19.275
Ti%, 19.334
Tis, . 19.331
Tigs 19.254

10.275 (+1.021)

10.334 (+1.08)

10.332 (+1.078)
9.254

2.082 (+0.023)

2.071 (+0.012)

2.072 (+0.013)
2.059

6.003 (+0.093)

5.968 (+0.058)

5.972 (+0.062)
591

2.146 (+0.906)

2.251 (+1.011)

2.243 (+1.003)
1.240

is thus spread over the remaining d states and the 4s and 4p
orbitals. The s and p states being much more delocalized
than the d ones, the compensating charge leaks out of the
MTS and the valence charge compensation decreases. The
evolution observed with FEFF is identical (see Table III): one
observes a decreasing d character (and an increasing s and p
one) of the compensating charge when going from titanium
to zinc. An equivalent mechanism was proposed in transition
metals when considering the core-hole screening effect in the
initial state of Auger emission.>*

B. Modifications on the excited atom projected LDOS

The localization of the wave function also governs the
way the electronic structure is relaxed in the presence of a
core hole on a given atom. This is very important for ELNES
or XANES simulations since, for one-electron excitations,
the fine structures observed experimentally are directly
linked the unoccupied LDOS projected on the excited atom.
Comparison between the oxygen p and titanium d LDOS
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FIG. 1. (Color online) Total and projected DOS for r-TiO, (top)
and MgO (bottom) obtained with WIEN2K.

calculated with WIEN2K considering or not a core hole in
r-TiO, are shown in Fig. 3. FEFF calculations, not shown
here, give very similar results. Focusing first on the oxygen
DOS, it is obvious that the weight of the excited oxygen p
LDOS is transferred at the bottom of the valence band (be-
tween —8.8 and —6.8 eV) where intense sharp peaks are ob-
served. This is a clear signature of the localization of the
extra electron in the oxygen p band. On the contrary, the
empty states are weakly affected by the core hole: no extra
peak is observed and the relative intensities of the two main
peaks just above the Fermi level (between 2 and 8 eV) are
very close to that of the ground-state calculation. The core-
hole effect at the oxygen K edge is thus weak.”?%> On the
other hand, a core hole on the titanium atom has almost no
effect on the occupied titanium d LDOS as illustrated by Fig.
3. The only impact of the extra d electron is the growth of a
small peak located at the bottom of the valence band. The
empty titanium d LDOS is however much more affected by
the core hole: an intense localized peak appears just above
the Fermi level. This can be viewed as the antibonding state
corresponding the localized d electron. The core-hole effect
at the titanium L3 edge is thus expected to be very strong.
The difference of core-hole effect between the oxygen K and
the titanium L5 edge in r-TiO, observed by Heiliger ef al. is
thus a direct consequence of the existence or not of such
modifications on the oxygen p and titanium d LDOS.>

The same study can be performed on the oxygen and
magnesium p LDOS in MgO: results obtained with or with-

TiO, (110)

FIG. 2. (Color online) Electronic densities corresponding to the
last occupied (left) and first unoccupied (right) bands projected in a
(110) plane of TiO, (a) and (100) plane of MgO (b). The same
values were used to plot the isolines.
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FIG. 3. (Color online) Oxygen p LDOS (top) in 1-TiO, with
(full lines) or without (dotted lines) a 1s core hole on the oxygen
atom. Titanium d LDOS (bottom) in r-TiO, with (full lines) or
without (dotted lines) a 2p3,, core hole on the titanium atom.

out a ls core hole on each atom are presented in Fig. 4. The
core-hole effect on the O p LDOS in the valence band (VB)
is similar to the one observed for r-TiO,. A strong localized
peak appears below the VB (around —8.4 eV) and the weight
of the excited oxygen atom in this band is strongly reduced.
However, contrary to r-TiO,, the O p LDOS in the conduc-
tion band (CB) is also strongly modified. The intense peak
located at 12.5 eV in the GS LDOS has disappeared and
several new structures appear below 10 eV. As already re-
ported in several studies, the core hole must be explicitly
taken into account to get simulations of the O K edge in
good agreement with the experiments.?’-*3 The situation is
similar for the magnesium p LDOS. A new structure is cre-
ated at the bottom of the VB; however, it is less intense than
the one observed in the O p LDOS and it is not clearly sepa-
rated from the VB. This suggests that the core-hole effect is
less intense on the magnesium states in the VB than on the
oxygen ones. Considering now the CB, strong modifications
are induced by the core hole: the intense peak around 18 eV
has disappeared and several important structures appear be-
low 15 eV. As mentioned in several papers, the core-hole
effect at the magnesium K edge is important.2”-37-33 The core-
hole effects in r-TiO, and MgO are thus different: if both
metallic sites are affected by the presence of a core hole, this
is not the case for the oxygen atom. The oxygen unoccupied
p LDOS is not affected in r-TiO, whereas a clear effect is
observed in MgO.

The impact of a core hole on a given wave function in the
solid is strongly related to the spatial localization (Fig. 2) and
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FIG. 4. (Color online) Oxygen (top) and magnesium (bottom) p
LDOS in MgO with (full lines) or without (dotted lines) a 1s core
hole.

to the weight of the atom that will be excited (e.g., which
contains the core hole) in the considered wave function. In-
deed, the importance of the core-hole effect can be discussed
qualitatively considering the perturbation AE induced by the
creation of a core hole on the eigenenergies of the system in
its ground state. This can be achieved by considering the
standard stationary perturbation theory applied to a given

valence or conduction wave function,® the perturbation W
being mainly related to the difference of the atomic poten-
tials felt by the electrons in the ground and excited states.
This approach is well suited to Bloch states as obtained in
WIEN2K since they are stationary solutions of the time-
independent Schrodinger equation for the solid.’” For sim-
plicity, let us consider a binary system AB in its GS with one
atomic orbital |¢,) and |¢g) per atomic site. In that case, an
eigenvector |W) of eigenvalue E, of the AB system can be
written as

[W)=Cy - |pa) + Ci - |dp). (4)

Assuming that the overlap integral (¢, | ¢p) is negligible
(e.g., |¢4) and |¢bp) is a basis set), the normalization of |¥')
imposes that

|Cal? + |y =1. (5)

Let us now consider the effect of the perturbation W in-
duced by the removal of a core electron from atom A on the
eigenvalue E,. To the first order, the total perturbation on this
eigenvalue is given by
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AE=E, - Ey=(V|W[¥). (6)

AE can thus be expressed as a sum of three terms,

AE= |CA|2<¢A|W|¢A> + |CB|2<¢B|W|¢B>
+2 Re(C)y - Cyl b Wldhy)). (7)

It remains to know the values of the coefficients entering
in Egs. (4)—(7). The coefficients |C4 5> can be estimated
from the DOS as follows. For each compound here studied,
we divide the sum of the projected LDOS for a given atom
(Ti, Mg, or O) by the total DOS, restricting these summa-
tions to the MTS, e.g., we neglect the contribution of the
interstitial region. The results obtained within this framework
are plotted in Fig. 5. Here again, for sake of simplicity, only
the results obtained from WIEN2K calculations are reported,
but FEFF calculations give very similar results. The multiplic-
ity of the atoms in the unit cell was taken into account for
these calculations; it explains that the oxygen weight in
r-TiO, cannot exceed 50%. It can be seen from Fig. 5 that
the VB in r-TiO, has predominantly an O character (like in
MgO) whereas the first conduction states have a marked ti-
tanium character. In MgO, Mg and O atoms have nearly
equal weight in the CB: this is the main difference between
these two materials.

Let us apply Eq. (7) to a conduction state in r-TiO, just
above the gap, considering that atom A is a titanium atom
and B is an oxygen one. In this case, C1;> Cg from Fig. 5. If
the perturbation (e.g., the core hole) is localized on the tita-
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nium atom, all matrix elements involving W and the atomic
orbital |¢p) can be neglected because of the strong localiza-

tion of W on the titanium. Only the first matrix element in
Eq. (7) remains non-negligible. The coefficient Cy; being
much higher than C, the perturbation on |¥) is then impor-
tant. Considering now the core hole on an oxygen atom, the
only significant matrix element in AE is the second one in
Eq. (7). However, the prefactor |Cg|? is then very small com-
pared to unity (see Fig. 5) so that the global perturbation AE
is also small: | W) is then weakly affected by the perturbation.
This just is what is observed on the LDOS including the core
hole reported in Fig. 3. In the first case, the core hole being
localized on the titanium atom (Fig. 3 bottom), the first con-
duction states are strongly affected by the core hole and so is
the titanium d LDOS. On the contrary, when the core hole is
localized on the oxygen atom, the first conduction states are
weakly affected so that the O p LDOS in the corresponding
energy range is fairly insensitive to the core hole (Fig. 3 top).
The situation is reversed when considering states in the VB:
Co is then much higher than Cy; and the effect of the pertur-
bation on valence states is much more important when the
core hole is located on an oxygen atom than on a titanium
one.

This line of reasoning is transposable to MgO. Let us
consider a state |¥) corresponding to a conduction state for
which |Col*=|Cyl* (Fig. 5). In such a case, whatever the
localization of the core hole is, the matrix elements

(do|W|dbo) or <¢Mg|W| ¢y are associated to a non-
negligible prefactor |Co|* or [Cyg|*. Thus, AE is significant
in both cases: | V) is then modified in any case and a core-
hole effect is observed at both O K and Mg K edges. Con-
sidering Eq. (7), it is also obvious that the localization of the
wave functions is a crucial parameter when evaluating the

different matrix elements between the perturbation W and the
different atomic orbitals.

Even if such a model is oversimplified, nevertheless it
emphasizes two important factors to consider when analyz-
ing the importance of the core-hole effect on an EELS or
XAS experimental spectrum: the weight of the wave func-
tion on the different atomic sites of the crystal and the local-
ization of the wave functions.

C. Influence of the core-hole depth

In this section, we address a third important criterion: the
influence of the core-hole depth, i.e., the energy of the ex-
cited core level, on the perturbation. To do so, we compare
the effect induced in r-TiO, by a titanium 1s or 2s core hole
to that obtained with a 2ps,, one as considered before. Re-
sults obtained in terms of charge compensation are given in
Table V. Comparing the values obtained with these three
core holes, the observed compensation mechanism is very
similar: the valence charge is always increased by one elec-
tron. However when focusing on the distribution of this
charge on the different angular momenta, the 1s core hole
differs slightly from the two others: the charge is not entirely
relocalized in the empty d states, but it is spread for 90% in
the d states and for 10% in states of s and p symmetries. The
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FIG. 6. (Color online) Comparison of the projected titanium
(s+p) (top) or titanium d (bottom) LDOS in r-TiO, when consid-
ering the ground state or different core holes.

same value of 0.9 extra d electron was found when using a
full-potential multiple-scattering approach.’® This is however
a weak difference and the comparison of the (s+p) and d
LDOS plotted in Fig. 6 shows that whatever the core-hole
depth is, its impact on the LDOS is rather similar. The tita-
nium (s+p) LDOS is not affected by the core hole and is
found to be identical to that of a ground-state calculation in
all cases. Concerning the titanium d DOS, whatever the core-
hole depth is, the previously mentioned strong modifications
are observed: the strong extra peak above the Fermi level
appears in the three cases. Figure 6 illustrates an important
point: only the bands where the extra charge is relocalized
are affected by the core hole.

To have a more quantitative evaluation of the core-hole
depth impact, one can have a look at the evolution of the
screening properties of r-TiO, when considering the three
kinds of core holes. Within the linear-response theory, the
screening properties of a material, with respect to an external
electromagnetic field, are given by the square modulus of the
complex dielectric function: e(q, w)- €'(q, ). The complex
dielectric function of r-TiO, in its ground state and consid-
ering the three different core holes was calculated using the
OPTIC extension of WIEN2K (calculations are performed for
q=0). DFT calculations were already proven to give a
good description of the dielectric response of r-TiO, (at least
concerning the static dielectric constant).! For the calcula-
tions including the core holes, 2*2*2 supercells were used.
Results are presented in Fig. 7 for the first ten eV.

Above two eV, the main change in the screening function
is the decrease in the intensity of the two strong peaks lo-
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FIG. 7. (Color online) Square modulus of the complex dielectric
function of r-TiO, calculated (WIEN2K) for the ground state and for
some excited configurations.

cated around 3 and 7.5 eV. Whatever the localization of the
core hole is, the screening functions are very similar in this
energy range. Below 2 eV, significant changes can be ob-
served: the localization of the core hole has an impact in this
energy range. With a core hole on the oxygen atom, the
screening function is equivalent to that of the ground-state
calculation. This can be linked to the fact that the core-hole
effect principally modifies the electronic structure below the
VB and not around the Fermi level. When localizing it on a
titanium atom, the screening is clearly increased. This can be
related to the appearance of the strong localized peak ob-
served just above the Fermi level in the titanium d LDOS in
Fig. 6. If the screening functions calculated with a 2s or 2p5),
core hole have similar intensities, it is slightly decreased
when the core hole is localized on the titanium 1s orbital. As
stated a long time ago by Slater,®? a 1s core hole is intrinsi-
cally more screened by the remaining electrons of the atom
than a core hole created in more external orbitals where a
part of the core electrons becomes less efficient for its
screening. As a consequence, the compensating charge on the
excited atom is less localized and a small part is transferred
from the d to s and p orbitals as observed in Table V. The
resulting screening is slightly reduced. When considering
deep core levels, the core-hole depth has thus an impact on
the screening properties of the material but as far as the
LDOS are concerned, the variations are very small. The
core-hole effect on ELNES or XANES spectra should then
be very similar. The situation can be different when consid-
ering less tightly bound levels: Nufer ef al. have shown for
instance that the the core-hole effect is very different when
considering either the aluminum K or L, edges in a-Al,05.9

IV. DISCUSSION

Results presented here evidence that the perturbation due
to a core hole on a deep core level is localized on the excited
atom. The compensating charge, necessary to maintain the
neutrality of the crystal (fully relaxed configuration), is more
or less entirely relocalized on the excited atom depending on
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the localization of the corresponding wave function. Consid-
ering such an atomic process, the nature of the compensating
charge can be roughly predicted as corresponding to the first
empty atomic levels of the excited atom: mainly p character
for an oxygen atom, s and p characters for a magnesium
atom, d character for the early transition metals with increas-
ing s and p contributions when going toward the end mem-
bers of the series. When considering ELNES or XANES
simulations, two criteria are found to be important: the
weight of the excited atom in the first states above the Fermi
level and the symmetry of the compensating charge.

The first point is of primary interest since it results that
the impact of the core-hole effect is not linked to the metallic
or insulating nature of the probed sample. The pertinent ap-
proach is to focus on the chemical nature of the first empty
states. Considering this argument, it is clear that a core-hole
effect is expected in all pure compounds, including metals,
what justifies the core-hole effect observed at the platinum
metal and copper L,; edges or at the aluminum metal K
edge.

When focusing on complex compounds, this argument al-
lows understanding on which atomic site the core-hole effect
will be important. For instance, considering transition-metal
oxides, no core-hole effect is expected (and observed) at the
oxygen K edge.”?%? However, a strong core-hole effect is
observed at the oxygen K edge in Li,O.%¢ This is not surpris-
ing when looking at the lithium oxide density of states (see
Ref. 26): the bottom of the conduction band has clearly a
strong oxygen p character. Focusing on SrTiO;, the LDOS
calculations of Orhan et al. show that the bottom of the con-

duction band has mainly titanium character, with no stron-
tium and a small oxygen contribution.®* This explains the
absence of a core-hole effect observed at the Sr L; edge, the
weak effect at the O K edge while a strong effect is observed
when considering the titanium L; edge.*’

The second crucial point is the nature of the compensating
charge since it governs which symmetry of the wave func-
tion is perturbed by the presence of a core hole. This is
illustrated in Figs. 8 and 9 where the titanium K, L, and L;
edges in r-TiO, calculated with WIEN2K and FEFF are plotted.
It is clear from these results that the core-hole effect is much
more important on the titanium L; edge than on the two
others. The Ly white line is shifted by 3 eV in the WIEN2K
simulation and the relative intensities of the two fine struc-
tures at the top of the edge are inverted whereas no effect can
be observed on the titanium Ti L; edge excepted a small shift
of the spectral weight in the WIEN2K simulation (no effect at
all is observed in the FEFF calculation). The titanium K edge
is a bit more sensitive to the core hole than the Ti L; edge,
but the changes remain quite small, especially when focusing
on the FEFF calculation. It is a general observation that the
core-hole effect is always more pronounced in the WIEN2K
calculations than in the FEFF ones. This might be due to the
different formalisms considered in the two codes: a full-
potential approach is used in WIEN2K whereas FEFF calcula-
tions are performed in the muffin-tin approximation.

The important core-hole effect observed at the Ti L; edge
is correlated with the localization of the compensating charge
in the titanium d sates for a 2p5, core hole (see Table V): the
perturbation on these bands is then important and observed
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FIG. 9. (Color online) Comparison of the Ti K, Ti L;, and Ti L; edges in r-TiO, calculated (FEFF) with (dotted line with circles) or

without (full line) a core hole.

when probing the corresponding edge. Considering the Ti L,
edge, the compensating charge being also localized in the
titanium d bands, no effect is observed when probing the
empty p density of states and therefore the core-hole effect is
invisible at this edge. The dipole selection rule plays an im-
portant role here by imposing the symmetry of the unoccu-
pied probed states. Finally the fact that the Ti K edge is more
sensitive to the core-hole effect than the Ti L; one can be
explained by the small part of the compensating charge in-
troduced in the Ti (s, p) LDOS when a 1s core hole is created
(see Table V).

Following the same line of reasoning and considering
now Tables III and IV, one is able to predict a weak/
inexistent core-hole effect at the K edges of the early transi-
tion metals and a more pronounced one when going to cop-
per and zinc. Such predictions are confirmed by the
examination of Figs. 10 and 11 where the results of calcula-
tions obtained with WIEN2K and FEFF are presented. It is clear
from Fig. 11 that the core-hole effect for the first three metals
is completely negligible and that it must be included in the
two last cases to match the experimental spectra. Concerning
the WIEN2K simulations, conclusions are identical. However,
one can note a small decrease of the first peak’s intensity at
the titanium K edge when considering a core hole. Such a
difference remains of minor importance when compared to
experiment and would be reduced by increasing the broad-
ening applied to the simulated spectra. This importance of
the d band filling has already been mentioned by Tamura et
al. to explain the observed core-hole effect at the platinum
L, 3 and aluminum K edges,’! and by Yuan concerning the

core-hole effect observed by Auger spectroscopy for transi-
tion metals.>* The core-hole effect is thus mainly driven by
the modification of the population of a given band. This is
the reason why a strong core-hole effect is observed at the
early transition metals L, ; edges where the compensating
charge is fully relocalized in the d bands and both observed
at the L, 5 and K edges for copper and zinc where the com-
pensating charge is spread over the s, p, and d states.

It can thus be concluded from these arguments that if a
core hole is always present in a spectroscopic experiment, its
effect is not always observed because it depends on the
probed states. Two important criteria have been emphasized
(1) the spatial localization of the first empty states, (2) the
nature of the compensating charge. From these two criteria,
two general rules can be given to explain the presence or not
of a strong core-hole effect at a given edge when comparing
experiments to calculations:

(1) for complex compounds, the core-hole effect is ex-
pected to be prominent for the atom that participates in the
majority to the first empty states (this is the case of a tita-
nium atom in r-TiO,), and less sensitive on the other ones
(the oxygen in r-TiO,). When different atoms have an impor-
tant weight, the core-hole effect is expected to be important
on all of them (see the example of MgO). For pure materials,
the core-hole effect is always present.

(2) For a given atom, only the LDOS having the same
character as the compensating charge will be affected by the
core hole. This compensating charge can be predicted to fill
the first empty atomic levels of the excited atom.

These simple rules allow roughly predicting the core-hole
effect strength at a given edge from the calculation point of
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view. In the cases for which the DFT formalism is known to
be a good approximation (e.g., when the one-particle ap-
proximation is verified), this should give the justification for
considering or not a core hole into the simulation. This is
more satisfactory than the approach that consists in perform-
ing two simulations and keeping the one that best fits with
the experiment. However, when considering edges where the
DFT is not the optimal formalism, these rules just predict the
effect of a core hole on the calculated edge, but nothing can
be said a priori concerning the agreement or not with the
experiment. It is well known that the core-hole effect is im-
portant in DFT calculations of the transition metal L, ; edges
but generally ground-state calculations give better results
when compared to experiment.% In this situation, the screen-
ing of the core hole is not well treated by the DFT and one
should consider more complex approaches to obtain better
agreement with the experiment.%® Another example is the
lithium K edge in pure metallic lithium. Here again a strong

core-hole effect is predicted from the calculation as it can be
observed in Fig. 12, but the ground-state calculation is in
much better agreement with the experiment. Here again the
validity of the DFT is questionable since the lithium 1s or-
bital is a semicore state and electron-hole interactions within
delocalized wave functions should be treated with more
complex formalisms.%’

Finally, let us remark that the present analysis is different
from the one recently proposed by Gao et al.3* who study the
core-hole effect in 1s core-level spectroscopy of the first-row
elements. Compared with the experimental data, these au-
thors show that one must use in the calculations a fully re-
laxed configuration (a core hole and an extra screening elec-
tron) to match the experimental spectra related to these light
elements. Indeed, it is observed that the fine structures at the
edge onset are repulsed toward higher energies when using
an unrelaxed configuration (no core hole). Gao et al. deduce
from an analysis of their results a relationship between the
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FIG. 11. (Color online) Calculated (FEFF) K edges for Ti, Fe, Co, Cu, and Zn with (circles) and without (full line) a core hole.
Experimental spectra taken from the XANES database (thick black line) are also plotted for comparison.

VB charge population and the core-hole strength: larger dif-
ferences between spectra seem to occur for smaller VB
charge populations. However, as these authors note, the
screening effect of valence electron populations is only an
approximate index to rank the strength of the core hole. In-
deed, it seems to be incompatible with what we found at the
K edges of pure Cu and Zn (Figs. 10 and 11). In both cases,
the core hole must be included to match the experimental
data while it has a negligible effect for Ti, Fe, and Co (Figs.
10 and 11). This is in contradiction with the results of Gao et
al. since the VB populations of the latter are smaller than
those of the former that are nearly filled.

V. CONCLUSION

The electronic structure relaxation mechanism induced by
a core hole has been investigated within the one-particle ap-

Absorption (arb. units)
[SS]
T

Energy (eV)

FIG. 12. (Color online) Li K edge calculated (WIEN2K) with
(bottom) or without (middle) a core hole (Ref. 30). The experimen-
tal EELS spectrum (top) is taken from Ref. 30.
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proximation using the density functional theory. Electronic
structure calculations as well as ELNES/XANES simulations
have been performed with two widely used codes: WIEN2K
and FEFF.

Electronic structure calculations show that whatever edge
is considered, the compensating charge introduced into the
calculation to keep the crystal neutrality is systematically
relocalized in the first empty states of the excited atom. In a
highly ionic compound such as TiO,, these states correspond
to the first unoccupied levels of the atomic configuration for
an isolated atom. The localization of these first empty states
directly governs the spatial delocalization of this extracharge.
In complex compounds, the nature of these first empty states
governs the importance of the core-hole effect: if strongly
localized on a given atom, it can be inferred from the here
presented results that the core-hole effect will be prominent
on this atom and rather small on the other ones. If equally
spread over several atoms of the structure, the core-hole ef-
fect should be important on all these atoms. Another crucial
parameter is the nature of this compensating charge which
imposes, in a first approximation, which band will be most
affected in the crystal and thus rules which edge will be
affected by the core hole: it explains why a core-hole effect
is observed at the titanium L5 edge in r-TiO, and not at the K
or L; ones. These results clearly show that a core-hole effect
is always present in any core-level spectroscopy experiment
but not always evidenced. Its importance is not driven by the
metallic or insulating nature of the material, as sometimes
mentioned, and only indirectly influenced by the density of
valence electrons that would screen it. Our calculations how-
ever demonstrate the observation given by De Groot et al.3
for transition-metal oxides: the core-hole effect at the oxygen
K edge in transition-metal oxides is weak because the first
empty states in the conduction band have a strong weight on
the transition metal.

The influence of the core-hole depth on titanium in r-TiO,
was also investigated and was shown to be negligible as far
as the titanium LDOS is concerned. A more quantitative ap-
proach based on the calculation of the screening function
shows however that a ls core hole is more screened than
outer shells electrons. Finally, compared to FEFF, it is ob-
served that a full-potential approach such as the one imple-
mented in WIEN2K is generally more sensitive to differences
between GS and excited configurations when the core-hole
effect strength is weak.

The presented results give a good description of what
should the core-hole effect be like when considering edges
that can be well described within the one-particle approxi-
mation. When the DFT is not the optimal formalism for de-
scribing the edge of interest, such results only explain the
importance of the core-hole effect in the calculation but
nothing can be said concerning the agreement with the ex-
periment. The L, 5 edges of transition metals or the lithium K
edge in metallic lithium are good examples where a core-
hole effect is expected, and observed, from DFT calculations.
Nevertheless the agreement with the experiment is improved
when considering a ground-state calculation, a result clearly
emphasizing the limits of DFT.
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APPENDIX

TABLE VI. Main parameters used for the WIEN2K calculations.
The numbers in the SCF k-point columns refer to the sampling of
the full Brillouin zone. Muffin-tin radii (Ry;y) are given in bohr and
K. defines the wave-vector cutoff for the plane waves in the
interstitial space.

k points
Ryt RurKmax & points (SCF) (ELNES)
Mg: 1.98 777
MgO O: 1.98 8.0 Supercell: 3*3*3
Ti: 1.94 8"8"13 6"6"9
TiO, O:1.72 7.0 Supercell: 6"6*4  Supercell: 4°4*6
24°24%13 884
Ti 2.00 8.0 Supercell: 12°12*6  Supercell: 4°4*2
222222 8"8"8
Fe 2.33 7.50  Supercell: 11°11°11 Supercell: 4°4*4
28"2815 9%9*5
Co 2.34 7.50 Supercell: 14*14*7  Supercell: 4*4*2
18"18"18 6"6"6
Cu 2.40 7.50 Supercell: 9°9"9  Supercell: 3733
252512 884
Zn 2.50 7.50 Supercell: 13*13"5  Supercell: 4°4*2
17*17%17 9*9*9
Li 2.85 7.0 Supercell: 8°8"8  Supercell: 4744

TABLE VII. Main parameters used for the FEFF calculations.
Rgcr refers to the size of the clusters used to obtain reliable poten-
tials from the SCF loop while Rpyg is the size of the clusters (in-
cluding N, used for calculating the XANES spectra.

Rscr Rpms
Edge (A) (A) Natoms
Pure Metals Ti K 4 7 81
Fe K 4.1 6 65
CoK 4 6 81
Ni K 4 6.2 87
CukK 4 8 177
Zn K 4 8 135
TiO, Ti K 4.6 79 197
OK 4.6 7.9 197
Ti Ly 4.6 7 137
Ti L, 4.6 7 137
MgO Mg K 4 6.7 147
OK 4 79 250
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